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1 Introduction

1.1 Scope

This document outlines how to integrate an F5 BIG-IP Application Delivery Controller with Deep
Secure’s Gateway eXtension (GX) appliance.

GX provides a bi-directional guarding capability for ICAP, as discussed in the GX Configuration Guide.

This document details the configuration steps needed for the F5 BIG-IP controller to send data to,
and receive data from, GX.

1.2 Background

A typical deployment is as shown below.

Clients

L\I'-_l

4l

@ ( F5 Big IP (WAF)

4—_

Figure 1-1: GX and F5 deployment

1.3 Audience

This guide is for Deep Secure CTR appliance system administrators, who are assumed to have a full
understanding of network topology and routing.
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1.4 Conventions

This guide uses the conventions shown in Table 1-1:

Convention Indicates ‘
Emphasis Terms in a definition list or emphasis for important introductory words in a paragraph.

Options Menu names, options, buttons, keys and other items from the user interface or the
keyboard.

Italics Cross-reference to related information in another document.

<variable> A value you must supply, for example in a command line.

[<variable>] An optional value you can supply, for example, in a command line.

€ Important information that emphasises or supplements points in the text, or that may
apply only in special cases.

4% A caution that alerts you that failure to take or avoid a specified action could result in the
loss of data.

Tie A tip that suggests an alternative method for applying a technique or procedure, or helps
you to understand the benefits and capability of the product.

Table 1-1: Conventions in this document

1.5 Purpose
This guide takes you through the steps you need to follow to integrate F5 with a GX CTR appliance.
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2 Pre-requisites

Before configuring F5 to work with GX there are a number of pre-requisites that should be set.
Ensure F5 BIG-IP is installed and configured to use either:

e Local Traffic Manager (LTM) functionality
e Application Security Manager (ASM) functionality — with Local Traffic

Ensure the F5 Big-IP controller has been configured with, as a minimum, 3 IP addresses that
represent:

e aManagement interface
e an Internal interface
e an External interface

Te - Additional interfaces may be present if more than one network is to be represented by the
F5 BIG-IP.

Ensure the Deep Secure GX appliance has been installed and configured to listen for ICAP traffic.
Refer to the GX Configuration Guide for more information.

Ensure the GX Data network is configured to be in the same IP range as that of the Internal interface
on the F5 BIG-IP.
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3 Integration Steps

The following steps detail how to configure the F5 BIG-IP controller to receive data and send data to
the GX via ICAP.

4\ For the purpose of the following configuration steps, it is assumed that the F5 is already
configured correctly to perform Local Traffic Management. If not, please refer to the

appropriate F5 configuration documentation to complete these steps.

It is necessary to first create a node(s) for each GX deployed. To do this, connect to the F5 BIG-IP
Web Management Interface.

Locate Local Traffic -> Nodes and within Node settings, select the create button:
When creating a GX Node, fill in the Name as GX-Nodel and the Description field appropriately. In

the Address field type the IP address being used by the GX to receive data. Leave the Health
Monitors, Ratio, Connection Limit and Connection Rate Limit settings as default.

Local Traffic »» Nodes : Node List »» New Node...

General Properties

I Name GX-Node1
Description Mode for the GX data connectien
* Add FQDN
Address ress
10.20.16.10

Configuration

Health Monitors Mode Default v
Ratio 1
Connection Limit 0
Connection Rate Limit 0

| Cancel || Repeat || Finished |

Figure 3-1: Example GX node configuration

Navigate to Local Traffic -> Monitors and create a new Health Monitor with the Name GX-HM and
an appropriate Description and a Type of TCP. Leave all other settings as default.
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Local Traffic
£

» Monitors » GX-HM

Properties Instances

General Properties

Name GX-HM
Partition | Path Common
Description GX health monitor
Type TCP
Parent Monitor tcp
Configuration:
Interval 5 seconds
Timaout 16 seconds
Send String
Receive String
Receive Disable String
Reverse Yes® No
Transparent Yes® No
Alias Address * All Addresses
Alias Service Port * All Ports
Adaptive Enabled

Update || Delete

Figure 3-2: Example GX health monitor configuration

A pool will need to be created for the GX node(s). Navigate to Local Traffic -> Pools and click on the
create button.

Create the GX Pool with the following settings: give the pool a name of GX-Pool and an appropriate
Description and set the Health Monitor to the previously created health monitor. Leave the load
balancing method as Round Robin and Ensure Priority Group Activation is disabled. Within the New
Members area check the Node List option and select the GX node previously created and use port
1344. Finally click the Add button to add the node member to the pool.
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Local Traffic » Pools : Pool List » New Pool...

Configuration: | Basic v

Name GX-Pool
Description Pool that contains all GX Nodes

Active Available

ICommon iCommon
Health Monitors G-HM [==] a;{;way_\cmp
== http_head_f5
https 5
Resources

Load Balancing Method Round Robin v
Priority Group Activation Disahled A

New Node ' New FQDN Node ‘® Node List
Address: GX-Node1 (10.20.1610) v
Service Port:| 1344 Select v
New Members duld

MNode Name ‘ Address/FQDN | Service Port | Auto Populate | Priority
GX-Nodel 10.20.16.10 1344 0

Edit | Delete

Cancel || Repeat || Finishad

Figure 3-3: Example Pool

After the GX-Pool has been created the status should be green showing the pool is available.

| [+ | status ‘A Name ‘ < Description ‘ + Application | Members | + Partition / Path "

| @  GXPol

Pool that contains all GX Nodes 1 Common

Figure 3-4: Healthy pool containing GX node

Navigate to Local Traffic -> Profiles -> Services -> ICAP and create 2 new ICAP services for the Server
and Client connections.

Create a new ICAP Service called GX-Request-ICAP with the following settings, checking only the URI
and Preview Length boxes:

e Parent Profile icap
e URI icap://S{SERVER_IP}:S{SERVER_PORT}/regmod

e Preview Length 0

Local Traffic » Profiles : Services : ICAP » New ICAP Profile...

‘General Properties

Name GX-Reguest-ICAP

Parent Profile icap v

Seftings
URI Icap:/i${SERVER_IF}.3{SERVER_FO

Preview Length 0

Header From

I

Host |
Referer |
|

User Agent

Cancel | Repeat || Finished

Figure 3-5: Example ICAP GX request service
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Create a second new ICAP Service called GX-Response-ICAP with the following settings, checking
only the URI and Preview Length boxes:

e Parent Profile icap
e URI icap://S{SERVER_IP}:S{SERVER_PORT}/respmod
e Preview Length 0

Local Traffiic » Profiles : Services : ICAP » New ICAP Profile...

General Properties
I Name GX-Response-ICA
Parent Profile icap v
Settings
URI icap://5{SERVER_IP} 3{SERVER_PQ
Preview Length 1]
Header From
Host
Referer

User Agent

| Cancel || Repeat || Finished

Figure 3-6: Example ICAP GX response service
Create 2 Virtual Servers called GX-Request-VS and GX-Response-VS.

Configure the GX-Request-VS with these settings:

e Description Appropriate description
e Type Internal

e Source address 0.0.0.0/32

e State Enabled

e Configuration Advanced

e Protocol TCP

e Protocol Profile (Client) tcp

e Protocol Profile (Server) Use Client Profile

e ICAP Profile GX-Request-ICAP

e Source Address Transaction Auto Map

e Default Pool GX-Pool

e VLAN and Tunnel Traffic All VLANs and Tunnels

€ VLAN and Tunnel Traffic can only be set after the Virtual Server has been created.
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Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server..

General Properties

Cancel || Repeat || Finished

Hame ‘ GX-Request-WS
Description ‘ G virtual server for the ICAP Requesis
Type ‘ Internal v
Source Address ‘ 0.0.0.0/32
Motify Status fo Virtual Address ‘ td
Stale ‘ Enabled ¥
Configuration: | Advanced ¥
Protocol TCP r
Protocal Profile (Client) tep v
Protocal Profile (Server) {Use Client Profile) v
HTTP Proxy Connect Profile None v
Selected Available
Common
551 Profile (Server) == apm-default-serverss!
crypto-client-default-serverssl
== peoip-default-serverss!
serverssl -
QoE Profile None v
ICAP Profile GX-Request-ICAP hd
Statistics Profile
Source Address Translation Auto Map ¥
‘Acceleration
Rate Class None ¥
OneConnect Profile Mone hd
HTTP/2 Profile None ¥
Resources
Enabled Available
/Common
==| | _sys_APM_ExchangeSupperl_OA_BasicAuth
iRules _sys_APM_ExchangeSupporl_0A_MimAuth
== _Sys_APM_ExchangeSupport_helper
_sys_APM_ExchangeSupport_main -
[Up| [Down|
Default Pool [#+]| [GX-Pool ¥
Default Persistence Profile MNone v
Fallback Persistence Profile Mone hd

Figure 3-7: Example virtual service for GX Request

Configure the GX-Response-ICAP with these settings:

e Description

e Type

e Source address

e State

e Configuration

e Protocol

e Protocol Profile (Client)
e Protocol Profile (Server)
e |CAP Profile

e Source Address Transaction
e Default Pool

e VLAN and Tunnel Traffic

Appropriate description
Internal

0.0.0.0/32

Enabled

Advanced

TCP

tcp

Use Client Profile
GX-Response ICAP
Auto Map

GX-Pool

All VLANs and Tunnels

€ VLAN and Tunnel Traffic can only be set after the Virtual Server has been created.
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Local Traffic » Virtual Servers : Virtual Server List »» New Virtual Server..

General Properties
Name ‘ | GX-Response-VS ‘
Description ‘ GX virtual server for the ICAP Responss
Type ‘ [Internal ¥
Source Address ‘ | 000052 |
Moty Status to Virtual Address ‘ v
State ‘ [Enabled ¥ |
Configuration: | Advanced ¥ |
Prolocol [TcP il
Prolocol Profile (Client) g %]
Protocol Prafile (Server) [(Use Client Profile) v |
HTTP Proxy Connect Profile [None 7|
Selected Available
- {Common -
st Prfie serven ot clon doh srvrss
L peoip-default-serverss|
serverssl <@
QoE Profile
ICAP Profile [GXResponse-ICAP v |
Statistics Profie [Mone ¥
Source Address Translation [Auto Map ¥ |
Acceleration
Rate Class [None v
OneConnect Profile [Mone hd
HTTPI2 Profile
Resources
Enabled Available
- ICommon N
_sys_APM_ExchangeSupport_OA_BasicAuth
iRules _sys_APM_ExchangeSupport_OA_NtimAuth
L _sys_APM_ExchangeSupport_helper
) | _sys_APM_| rt_main -
[
Default Pool [G#-Pool ¥ |
Default Persis Profile [Mone v
Fallback Persistence Profile [Mone v

Figure 3-8: Example virtual service for GX Response

€ Neither of these Virtual Servers will have a green status, they should be grey.

Local Traffic » Virtual Se

Create.
© Descrigbon + Appicaion + Destnaton ¢ Senvce Port ¢ Tipe |Resouces ¢ Pation/Path|
GX virhual server for the ICAPR. Any P4 0 (Any) Infemal  Edi Common
GX virtual server for the ICAPR. Apy P4 0(Any) Infemal  Edt Common
‘The virlual sesver used to conne. 10201720 80 (HTTP) Standard Edit Common

Figure 3-9: Example virtual service health monitor status

Navigate to Local Traffic -> Profiles -> Services -> Request Adapt and create a new Request Adapt

service.

Configure the Request Adapt with the following settings:
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e Name GX-Request-Adapt
e Parent Profile requestadapt

e Check the Custom settings box so that all settings are enabled
e Internal Virtual Name GX-Request-VS
e Leave all other settings as default.

Local Traffic » Profiles : Services : Request Adapt » New Request Adapt Profile...

General Properties

MName | GxX-Request-Adapl
Parent Profile | requestadapt ¥
Settings
| Enabied ¢ Enabled

| Intemal Virtual Name

Preview Size

| Timeout (ms) | 1]
| Service Down Action |

| Allow HTTP 1.0

Cancel || Repeat || Finished

Figure 3-10: Example GX Request adapt profile

Navigate to Local Traffic -> Profiles -> Services: Response Adapt and create a new Response Adapt
service.

Configure the Response Adapt with the following settings:

e Name GX-Response-Adapt

e Parent Profile responseadapt

e Check the Custom settings box so that all settings are enabled
e Internal Virtual Name GX-Response-VS

e Leave all other settings as default.

Local Traffic » Profiles : Services : Response Adapt » New Response Adapt Profile...

General Properties

‘ Service Down Action

Mame | GX-Response-Ada
Parent Profile | responseadapt ¥ |
Settings
‘ Enabled | # Enabled
‘ Infernal Virfual Name | fCommon/GX-Response-VS ¥
Preview Size | 1024
‘ Timeout (ms) | 0
!
|

| Allow HTTP 1.0

Cancel || Repeat || Finished

Figure 3-11: Example GX Response adapt profile
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Name

Partition/Path

Proxy Mode
Parent Profile

Configure the HTTP Service with these setting:

HTTP-WS
Common

Reverse

HTTP

Check the Custom check box.

Request Chunking
Response Chunking

Selective
Unchunk
Leave all other settings as default.

Navigate to Local Traffic -> Profiles -> Services: HTTP and create a HTTP Service.

Local Traffic » Profiles : Services : HTTP » New HTTP Profile...

General Properties

Name
Proxy Mode

| Parent Profile

Settings

| HTTP-WS
| Reverse

|hllp v

Basic Auth Realm

Fallback Host

Fallback on Error Codes
Request Header Erase
Request Header Insert
Response Haaders Allowed
Request Chunking

Response Chunking
OneConnect Transformations
Redirect Rewrite

Encrypt Cookies

Cookie Encryption Passphrase

Confirm Cookie Encryplion
Passphrase

Insert X-Forwarded-For
LWS Maximum Columns
LWS Separator
Maximum Requests

Send Proxy Via Header In
Request

Send Proxy Via Header In
Response

Accept XFF
XFF Alternative Names

Server Agent Name

Selecive ¥

I Enabled

Mone v

Disabled ¥

20

0

Preserve ¥

Preserve ¥

BiglP

Figure 3-12: Example HTTP profile

Modify the virtual server that GX will be protecting. In this example it is called Web-Server-VS.
Modify the Web-Server-VS with these settings:
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Type
Source address
Destination Address

Server Port

Configuration

Protocol

Protocol Profile (Client)
Protocol Profile (Server)
HTTP Profile

Request Adapt Profile
Response Adapt Profile
VLAN and Tunnel Traffic
Source Address Transaction
Leave all other settings as default

Standard

0.0.0.0/0

IP address on the same range as the Client connecting to the
Web Server

HTTP/80 or HTTPS/443

Advanced

TCP

tep

User Client Profile

Use the HTTP WS Profile previously created
GX-Request-Adapt

GX-Response-Adapt

All VLANs and Tunnels

Auto Map
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Partson | Pamy Cormeren
Oescrgnon The vieksst sarent e 19 Connect 1o T webierver
Tioe Standerd .
Source Addens 20000
Dentnaton A ess Mase WNIT20
Servce Pot t WTTR .
Notty States 30 Vs ASoeds | ¥
Avwiasiey @ Avtabie (Enatied] - The vital server 1§ Jvatacie
Dyniock Suta or
Stae Enavea v
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Protoce e v
Protecel Protie (Coere) e \
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‘Sweanm Frotle Now v
R Frome Noce v
| warr
Sesecied Aratatie
- Common -
2l chentssisecire
COYDO-SAVer-Gataut-chentss! ¥
Sewnd Avatatio
Lommon
RIS R, ) - mwwrm &
22| poos-detaut-sarverss!
serverss! -
Enatied Avatace
KComeen
Aumenticaton Prties as)| e
>2] wsou
| SMTFS Profie (Nora v
Clost LDAP Proie New
Seever LUAP Protie (haow .
SUTP Protie (Narw ¥
WebSocket Protie Norw v
SpltSession Crent Protie Noow ;
| SpitSession Servet Protie Noow v
oS Protie | pussars
| Diamater Profie ‘7'46' .
Ock Protie Noow @
FiX Protie Nooe v
Request Ri v
Response Adapt Profle GX:-ReipenseAdae v
SIP Protie Nora v
Statics Prote Noow v
| VLAN and Tunoel Trafic ABlVLANS and Tunnels ¥
Source Asdress Transiaton Auto Mao v
Bamawaen Conoter Now v
e —

Figure 3-13: Example Web Server virtual server

After the Web-Server-VS has been modified the status of the Virtual Server should be green.
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Local Traffic » Virtual Servers : Virtual Server List

o -

Virtual Server List | Virtual Address List | Statistics

; Jisearch
[#| | [+] Status |- Name

[+ ] GX-Request-vs

Q GX-Response-VS

[+ ] Web-Server-Vs

| Enable || Disable || Delete... |

Figure 3-14: Example Virtual Service Status list

Now you have configured the F5 to communicate to the GX you will now be able to send traffic to
the web server and it will be processed by the GX. To confirm data is being processed view the
diagnostic logs within the GX to see log messages around traffic flow, or if the GX has been
configured to store the data view the content being stored from the GX Content Dashboard.
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4 References

GX Configuration Guide
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